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Introduction

Introduction

The Quadratic assignment problem (QAP) is one of the fundamental,
interesting and challenging combinatorial optimization problems from
the category of the facilities location/allocation problems.

QAP considers the problem of allocating a set of n facilities to a set of
n locations, with the cost being a function of the distance dkl between
the locations k and l and flow fij between facilities i and j , plus costs
bik associated with a facility i being placed at a certain location k
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Introduction

Possible Applications of QAP

Hospital Layout

Dartboard Design

Steinberg Wiring Problem

Typewriter Keyboard Design

Scheduling

Production Line etc
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Introduction

Mathematical Model

Figure 1:

φ : {1, 2, · · · , n} → {1, 2, · · · , n}; i → φ(i)

min
φ∈Sn

n∑
i=1

n∑
j=1

fijdφ(i)φ(j) +
n∑

i=1

biφ(i). (1)
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Introduction

Mathematical Model

φ→ X ∈ Xn, X = (xij)

xij =

{
1 if facility i is placed at location j ,
0 otherwise.

(2)
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QAP Formulations

The Quadratic Integer Programming formulation

(QIP) min
n∑

i=1

n∑
j=1

n∑
k=1

n∑
l=1

fijdklxikxjl +
n∑

i=1

n∑
k=1

bikxik , s.t.

(3)

n∑
i=1

xij = 1 for j = 1, . . . , n, (4)

n∑
j=1

xij = 1 for i = 1, . . . , n, (5)

xij ∈ {0, 1} for i , j = 1, . . . , n, (6)

(MISG 2013) QAP 6 / 30



QAP Formulations

The Trace formulation

(TF ) min tr
[
(FXDT + B)XT

]
, s.t. (7)

XT e = e, (8)

Xe = e, (9)

xij ∈ {0, 1} for all i , j , (10)

where e is the column n–vector of ones.
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QAP Formulations

The Kronecker formulation

Given an n × n-matrix X , we define x = vec(X ) to be the n2-vector
formed by the columns of X . The QAP can thus be formulated as:

(KF ) min xT (F ⊗ D)x + bT x , s.t. (11)

XT e = e, (12)

Xe = e, (13)

xi ∈ {0, 1} for all i = 1, . . . , n2, (14)

where x = vec(X ) and b = vec(B).
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QAP Formulations

The Standard Quadratic Integer Programming formulation

(SQIP) min xTSx , s.t. (15)

Ax = b, (16)

0 ≤ x ≤ e, (17)

x ∈ Zn2
. (18)

Cijkl = fijdkl if i 6= j or k 6= l and Ciikk = fiidkk + bik . We define an
n2 × n2-matrix S in such a way that the element Cijkl of the matrix C is
on the row (i − 1)n + k and column (j − 1)n + l of S and let x = vec(X ).
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QAP Formulations

The formulation of the QAP in standard form as given in equation 15
makes QAP simpler for exact methods to solve

In this study, Simulated Annealing was used to solve equation 1
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Instance of A QAP

Hospital Layout

In this problem instance, we are concerned with locating 19 facilities
in 19 given locations in an Outpatient department of an hospital in
Cairo, Egypt [2].

The yearly flow fij between each pair of facilities i and j is known and
so the distance dkl between each pair of locations k and l . Each
location can house only one facility and each facility occupies only
one location.

The objective is to locate the facilities so as to minimize the total
distance travelled by patients per year.

The problem is formulated as in equation 15.
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Instance of A QAP

Hospital Layout Data

Figure 2:
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Instance of A QAP

Best Solution in Literature

Solution Obtained in Literature

The Best Solution obtained in [2] is 11281887 with the Permutation

[14 9 11 10 12 5 3 8 4 13 2 1 7 16 18 17 19 6 15]

And it took 136 secs
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Heuristic Methods

Why Heuristics?

There are three main exact solution methods used to find the global
optimal solution for a given QAP: Dynamic programming, Cutting
plane techniques, and Branch and Bound procedures.

Due to the complexity of the QAP, problems of larger dimensions
become intractable for these methods .

Heuristics are needed to handle the ever-increasing complexity of
planning issues.

These heuristics, while not providing the global optimal solution, can
produce good answers within reasonable time constraints.
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Heuristic Methods

Simulated Annealing Introduction(SA)

An iterative improvement algorithm

It follows the idea for obtaining fine crystals in a solid metals with low
energy:

First melt the solid by increasing the temperature
Then, slowly cool it so it crystallizes into a perfect lattice

Simulated annealing was developed in 1983 to deal with highly
nonlinear problems.

It has been proved from literature that by carefully controlling the
rate of cooling of the temperature, SA can find the global optimum
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Heuristic Methods

Simulated Annealing

Algorithm 1 Simulated Annealing pseudo-code

1: Initialize : T , ε, L, α
2: Generatex , f (x)
3: while T > ε do
4: for i = 1toL do
5: generate y from x using the methods enumerated above.
6: if f (y) < f (x) then

x = y , f (y) = f (x)
7: else
8: if exp−(f (y)− f (x))/T > ρ ∈ 0, 1 then

x = y , f (y) = f (x)
9: end if

10: end if
11: end for
12: T = alpha ∗ T
13: end while
14: x , f (x)(MISG 2013) QAP 16 / 30



Improvement Methods

Improvement Method 1

Algorithm 2 Swapping Search Method

1: generate two indices I and J between 1 and N
2: I = round(N ∗ random)
3: J = round(N ∗ random)
4: while I = J do
5: I = round(N ∗ random)
6: end while

Swapping Search Method Example

x = (4 2 3 5 1)
if I = 2 and J = 4 then
y = (4 5 3 2 1)
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Improvement Methods

Improvement Method 2

Algorithm 3 Inverse Search Method

1: generate two indices I and J between 1 and N
2: I = round(N ∗ random)
3: J = round(N ∗ random)
4: while I = J do
5: I = round(N ∗ random)
6: end while
7: copy the values within the two indices and reverse it.

Inverse Search Method Example

x = (4 2 3 5 1)
if I = 2 and J = 5 then
y = (4 1 5 3 2)
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Improvement Methods

Improvement Method 3

Algorithm 4 Translation Search Method

1: generate two indices I and J between 1 and N (I , J 6= 1andN)
2: I = round(N ∗ random)
3: J = round(N ∗ random)
4: Also generate an index K
5: K = round(N ∗ random)
6: while I = J do
7: I = round(N ∗ random)
8: end while
9: copy the values within the two indices and paste it after the index K

Translation Search Method Example

x = (4 2 3 5 1)
if I = 2, J = 4 and K = 5 then
y = (4 1 5 3 2 )
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Experimental Parameters and Machine Configuration

Experimental Parameters and Machine Configuration

Experimental Parameters

T = 500, ε = 10−3, L = 10 ∗ n, α = 0.9

Machine Configuration

HP AMD Turion II UltraDual Core Mobile M620 2.5Ghz

4GB RAM (2.75GB Usable)

32-bit Operating System

Windows 7 professional

MATLAB 2010a
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Experimental Results

Experimental Results: Table 1: Solutions of the First run
by SA

[]

(MISG 2013) QAP 21 / 30



Experimental Results

Graph 1

Figure 3: Plot of cost vs iteration for the first run
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Experimental Results

Table 2: Solutions of the Second run by SA

[]

(MISG 2013) QAP 23 / 30



Experimental Results

Graph 2

Figure 4: Plot of cost vs iteration for the second run
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Experimental Results

Table 3: Solutions of the Third run by SA

[]
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Experimental Results

Graph 3

Figure 5: Plot of cost vs iteration for the third run
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Conclusion

Conclusion

We designed and implemented the Simulated Annealing heuristic
Algorithm to solve any instance of QAP

The numerical results obtained shows a superiority of the above
heuristic over the heuristic used in [2]

The result obtained is 6.4% better than the best solution in [2] and
24.4% better than the original layout.
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Further Work

Further Work

1 To implement two other methods that we have designed

2 To implement Tabu Search (TS) algorithm so as to evaluate its
results with SA solutions

3 To use other stochastic algorithms, for example Genetic algorithm
(GA), Particle Swarm Optimization, etc
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Thank You!!!
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